Intraocular lens implantation position sensitivity as a function of refractive error
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Abstract

Purpose: To quantify the change in ocular aberrations due to intraocular lens (IOL) implantation position errors for pseudo-phakic eyes with different refractive errors.

Methods: The theoretical part of this work was based on ray-tracing in emmetropic and myopic eye models. The possible misalignments i.e. the decentration, tilt and axial translation, of the IOLs were statistically combined together and analysed using Monte–Carlo simulations. Spherical IOLs with a 3 and 5 mm pupil and an aspheric IOL with a 5 mm pupil were analysed as a function of refractive error. In the experimental part of the work, we built an IOL optical test bench including a model eye. The white light discrete point spread functions of misaligned IOLs were recorded by a CCD and we compared the change of the spread function as a result of misalignments for two spherical IOLs with different optical powers.

Results: The Monte–Carlo simulations showed that the average root-mean-square spot size at the retinal plane decreased with increasing myopic refractive error, i.e. lower power IOL. The experiments showed that a lower optical power spherical IOL had a less distributed point spread function than a higher optical power IOL, which supported the results of the simulation.

Conclusion: Regarding IOLs designed for myopic patients, low power IOLs (for high myopes) were shown to be less sensitive to the misalignment than high power ones. Aspheric IOLs were more sensitive to position errors than spherical IOLs under the same conditions.

Introduction

An artificial intraocular lens (IOL) is used to replace the cloudy crystalline lens when a person develops cataract. As the population ages, cataract surgery has become the most frequently performed ocular surgical procedure. When the IOL is used to replace the cataractous crystalline lens, one can not only restore vision, but also correct any myopia or hyperopia of the subject.

From the manufacturing point of view, an IOL is a simple lens whose optical properties depend on its material and external shape. Modern IOLs are usually made of polymer plastics such as polymethyl methacrylate (PMMA), acrylic or silicone. The IOL surface design controls the optical power and wavefront aberrations. Both spherical and aspheric surface IOLs have appeared on the market. Aspheric designs attempt to correct as much as possible of the eye’s optical defects, such as lower- and higher-order aberrations,\textsuperscript{1–4} and polychromatic blur.\textsuperscript{5} IOLs cover a wide range of optical powers required for optical correction in cataract patients, who may have refractive errors such as myopia or hyperopia. The prevalence of refractive errors in the elderly population is rather high, especially in some Asian nations.\textsuperscript{6–8} The refractive errors have also been linked with biometry of the eye,\textsuperscript{9} in particular with the axial length.\textsuperscript{10,11} For different levels of refractive errors, IOLs with different powers have different position sensitivity, which will be addressed in this paper.
In order to select IOLs with proper optical powers, appropriate IOL power calculation has become indispensable in cataract surgery. Whereas many empirical IOL power calculation formulas have been developed during the past two decades or so,12 ray-tracing using eye models also plays an important role in IOL power calculation and optical analysis.3,13,14 Traditionally these eye models are based on statistical biometric data of the eye. A customized eye model for a specific eye developed from the individual eye’s ocular biometry and the wavefront aberrations, has also shown to be a potential tool.14,15 Ray-tracing in eye models is also useful to analyse IOL implantation position errors (misalignments). The usual way to do this is to introduce different kinds of errors, for example decentrations, tilts and/or defocus into the model and calculate relevant optical quantities such as modulation transfer function (MTF), point spread function (PSF) and image quality. These misalignments can be investigated independently3,13,14 or in combination.16–18

In this research we investigate implantation position errors of IOLs at different levels of refractive error of the eye using ray-tracing eye models, and we also test two IOLs with different optical powers using a physical model eye. To simulate the IOL positions in pseudo-phakic eyes, we combine together the possible position errors of the IOL in the eye models. Monte–Carlo analysis was performed to compute the change of root mean square (RMS) spot size when the IOL was misaligned. We also investigate different contributions of separate types of misalignment. We built a physical model eye that conforms to the international standard for IOL testing. The model eye was used to test the change in the discrete point spread function (DPSF) due to misalignment of IOLs. Here the ‘discrete’ means the point spread functions were spatially sampled since the DPSF images were recorded by a digital camera. This paper discusses the optical methods and results for quantifying the sensitivity of the IOL to implantation position errors. Eyes with different refractive errors, which need different power IOLs, are investigated as an independent variable. To our knowledge this is the first report that correlates IOL sensitivity to position errors as a function of refractive error.

**Methods**

The two main methods used in this study were ray-tracing with eye models, and experiments with a physical model eye.

**Myopic eye models and Monte–Carlo analysis**

Optical models for eyes with refractive errors from 0D to 12D in 2D steps were constructed. We used positive dioptic power to describe the myopic eye refractive error. The biometric data, including the anterior and posterior corneal radius of curvature and asphericity, anterior chamber depth, the lengths of the eye and the chromatic dispersion of different media of the eye, were adopted from Atchison.9 Atchison9 reported that higher refractive error myopic eyes have a steeper anterior cornea surface, longer eye length and a more curved retina. The optical surfaces in these models are rotationally symmetric except that the retinal surface is biconic. They were assumed to be aligned on the optical axis and we treated the models as the right eye with the fovea at 4° to the nasal field outside the eye. To replace the crystalline lens, we studied two types of IOLs ($n_{10} = 1.491$): spherical ones, and rotationally symmetric aspheric ones. Both types are monofocal and have two equi-convex surfaces. For the aspheric IOL, the aspheric surface is conoid and faces towards the cornea. The optical design software Zemax (ZEMAX Development Corporation, 2011, http://www.zemax.com) was used to build the models and perform the IOL misalignment analysis.

For both spherical and aspheric IOLs the initial IOL surfaces were optimized in different emmetropic and myopic eye models with a 5 mm pupil size. The IOLs were placed at the estimated equator plane of the crystalline bag that was determined by the cross point obtained by extending the original crystalline lens anterior and posterior rotational symmetric surfaces. Spherical IOLs were also investigated with a 3 mm pupil size. To determine the optimal IOL surfaces, the aberration optimization procedure minimized the optical path difference (OPD) with respect to the mean OPD over the pupil. Five different wavelengths weighted by the photopic spectral sensitivity curve within the visible spectrum (470, 510, 555, 610 and 650 nm) were used in the optimization. Five field points covering 2° of visual field around the fovea were considered; one field point was at the centre and the other four were ±1° around the centre.

The IOL position errors, including decentrations from the optical axis, tilts about the horizontal and vertical axes, and backward and forward axial translations, were investigated. As a polychromatic metric, the RMS spot radius size was used as the retinal plane metric to measure the optical quality due to the misalignments. The change of RMS spot radii was the difference between the RMS spot radius for IOL misalignment position and those for the IOL’s initial position. The changes at the five field points and five wavelengths were averaged. Clinically, IOL implantation usually has all the errors combined together rather than only separated single ones. To simulate this, we used the Monte–Carlo method to combine all possibilities. Firstly we defined the permissible ranges of different type of IOL position errors from its
initial position which was set as the origin. Typical errors in pseudo-phakic eyes were considered to determine these ranges.\textsuperscript{19–25} Then Gaussian numbers were randomly selected within each of these error ranges, which have a mean zero value. Approximately 70\% of the tilted angles were between $-3$ and $+3\ degree$, 70\% of the decentrations were between $-0.3$ and $+0.3\ mm$ and 70\% axial translations were between the range of $-0.5$ to $+0.5\ mm$. The IOL was then misaligned by amounts determined by these randomly selected numbers. The RMS spot size was subsequently calculated and this was taken as one trial. For example, in one trial the IOL may be simultaneously tilted horizontally by $3.5\ degree$, decentred vertically by $0.3\ mm$ and axially translated towards the retina by $0.2\ mm$. Five hundred and twelve trials were performed and averaged for each refractive error level as one test.

IOL test with the physical model eye

A physical model eye\textsuperscript{26} for testing IOLs consists of a simulated 'cornea', IOL and a CCD as the 'retina'. The IOL container was made of BK7 glass in which transparent liquid could be injected. The IOL under test was held in a hollow disc which was placed in the middle of the windows and immersed into the liquid. An achromatic doublet for visible light (Thorlabs, $f = 35.0\ mm$, $D = 25.4\ mm$; \url{http://www.Thorlabs.com}) was placed in front of the window to simulate the cornea. Our aim was to compare the aberration change of the two misaligned IOLs while the contribution of corneal spherical aberration was constant and its effect was negligible for the 3 mm pupil diameter used in this study. The cornea was taken as aberration free in the experiments so that the IOL was the only source of aberrations. An artificial pupil was placed in front of the cornea and its size made the converging beam have a central circular diameter of 3.0 mm at the IOL location.

\textit{Figure 1} shows the optical setup for IOL testing with the physical model eye. A high illuminance white light emitting diode (LED) (Luxeon, 400–750 nm; \url{http://www.philipslumileds.com}) was used as the light source with a stabilized power supply (Philips; \url{http://www.Philips.com}). A diffuser followed the LED in the optical path to smooth its spatial structure. A 20 micron pinhole was subsequently attached to the diffuser to provide a point source. Neutral density filters were optionally used to modulate the light power in order to not saturate the CCD. A 25 mm diameter, 100 mm focus length achromatic lens (Thorlabs; \url{http://www.Thorlabs.com}) was used to collimate the light from the pinhole. The collimated light was then propagated to the physical eye model, passed the 'cornea' and the IOL to the CCD.

The IOL in its container was mounted on horizontal and vertical linear translation stages (Newport; \url{http://www.Newport.com}) with 10 micron resolution. The CCD (Retiga 1300, Qimaging; \url{http://www.Qimaging.com}) was also mounted on a similar translation stage along the axial direction, which could be moved backward and forward to find the best focus (smallest focal point). The CCD had a pixel size of 6.7 micron square and signal resolution of 12 bits. The advantage of putting the CCD directly following the IOL wet cell was that the DPSF could be recorded and measured in a straightforward manner, and when the IOL was misaligned there would be no optical defects from any additive lenses. The trade-off was that the CCD sample density became critical because of its limited pixel size and discrete sampling which averaged part of the DPSF information. In our experiment the typical DPSF size normally covered from about 9 by 9 to 25 by 25 pixels and the full width at half maximum was from a 3 by 3 to a 8 by 8 pixels round area. We describe three simple metrics for quantifying the DPSF which to some extent eases the restriction of the sampling.

A Matlab (Mathworks, version 2009b; \url{http://www.mathworks.com}) computer program was used to calculate the parameters of the DPSF. First the background noise of the images was removed. The centroid coordinates of the corneal coordinates of the DPSFs were calculated by the centre of mass method, which uses the sum of the intensity moments of each pixel divided by the total intensity. Three parameters were...
calculated to describe the DPSFs: RMS radius, the trace of inertia matrix and power distribution ratio. The RMS radius was the root-mean-square radial size of the DPSF. The distance between each signal pixel and the centroid was squared and averaged, and then the square root was taken:

\[
RMS\ radius = \sqrt{\frac{\sum r^2}{N}}
\]

where \( r \) is the distance from each pixel to the centroid and \( N \) is the number of signal pixels. The trace of inertia matrix was calculated by multiplying each pixel with the distance to the centroid squared, summarizing all pixels and then divided by the total intensity:

\[
\text{Trace} = \frac{\sum p(r)r^2}{\sum p(r)}
\]

where \( p(r) \) is the intensity value of each pixel. The RMS radius gave a measure of the geometry spread of all pixels and was measured in microns. The trace of inertia matrix gave a measure of the extent of the area of the DPSF peak and was measured in squared microns. The power distribution ratio was the ratio of the total energy inside the three arc-min area compared to the total energy. The power distribution ratio is a unit-less value and it gave a measure of the degree of light concentration. The above three parameters are independent of the absolute light power.

The IOL DPSF measurement system with the physical model eye was an optical test setup. The aim was to observe the misalignment effect specifically contributed by IOLs. Preliminary experiments were performed to make sure that the model eye itself had no significant effect on the tests. The IOL was removed from the model eye and other parts were kept in place, and then DPSF images were recorded. Figure 2 shows the results of horizontal decentration of the physical model eye when the IOL is absent. In this figure the RMS radius and the trace of inertia matrix value are kept almost constant with the decentration range used in these experiments. The vertical decentration and axial translation provided similar results which are not shown. Across all the measurements, the average RMS radius, trace of inertia matrix and power ratio were 12.8 ± 0.3 µm, 30.6 ± 1.4 µm² and 0.86 ± 0.037, respectively. These results mean that all the DPSF changes measured in the experiments were due to the IOLs.

The IOL was mounted in its disk and placed into its cell with water. At least 30 min was necessary before starting the data collection; this was for the electronics of the CCD and the LED to reach their stable status and the water inside the IOL container to be at the room temperature of about 20°C. The CCD was shifted axially to obtain the smallest PSF for the tested IOL. This CCD location was recorded and taken as the best focus. Neutral density filters were optionally needed to control the flux on the CCD to avoid saturation.

The IOL was then manipulated with high precision using the translation stages. The IOL was continuously decentred horizontally or vertically by ±0.2 mm step from the best focus position, and shifted along the optical axis in ±0.1 mm steps. The plus sign represented movements to the right (facing the CCD), upward or towards the cornea.27 At each altered IOL position, 15 sequential frames of CCD images were acquired and averaged.

Results

Results from ray-tracing eye models

Figure 3 shows the change of RMS spot size (radius) as a function of incremental refractive errors, for the spherical IOLs with 3 and 5 mm pupil size, and the aspheric IOL with 5 mm pupil size. The lines are the linear regressions to the data points. At the same refractive error level, the
spherical IOL with 3 mm pupil size had the lowest RMS spot size change and the aspheric IOL with 5 mm pupil size had the highest. The differences between these three data sets were all significant (two tailed paired t-tests with 6

Experimental results with the physical model eye

We tested two symmetrical spherical IOLs with labelled powers of 16.0D and 24.0D. Figure 4 shows the trace of the inertia matrix and RMS radius plotted for different types of misalignment. The 24.0D IOL had a wider DPSF than the 16.0D IOL at the best focus or for any of the misalignments, which suggests that the 24.0D IOL may have had larger aberrations than the 16.0D IOL. Ray-tracing showed that the RMS of spherical aberration for the 24.0D IOL is about 50% bigger than that for the 16.0D IOL for a 3 mm pupil size. For both 24.0D and 16.0D IOLs, the curves are somewhat asymmetric, which could also be caused by non-symmetric high-order aberrations. At around the best focus, the trace value and RMS radius changes are not as rapid as the other misaligned positions. Comparing the two IOLs, we found that under most occasions the 24.0D IOL has bigger trace and RMS radius change than the 16.0D IOL when misaligned. To clarify this, Table 1 lists the average changes across the decentration and axial translation ranges. The data unit in this table is microns (RMS) or microns square (trace) per 0.1 mm, which quantifies the change when there is 0.1 mm decentration or translation. The vertical decentration upward was not calculated due to the absence of many data points. Except for the horizontal decentration to the left (shown by the italic font in Table 1) measured by RMS radius, for all other misalignments, the 24.0D IOL was found to have bigger average changes than the 16.0D one, which suggests higher optical power IOLs are more sensitive to position changes.

Power distribution ratios were calculated for both 24.0D and 16.0D IOLs under all misalignments, and we calculated the ratio of the corresponding values for the two IOLs (24.0D/16.0D). We found that all ratios were smaller than one which means that the 16.0D IOL provided more concentrated light than the 24.0D IOL, regardless of any misalignment errors. This is consistent with the results shown in Figure 4.

Using the myopia ray-tracing eye models, we also performed ray-tracing simulations which showed that the IOL axial translation is the most sensitive of the three variables we studied. To compare the relative importance of decentrations with the axial translations by the measured data of IOLs from the model eye tests, Figure 5 shows traces of the inertia matrix of the two IOLs as functions of horizontal decentration together with their axial translations. The equivalent effect of decentration and translations measured by the trace values can be calculated from this figure. For example, as an estimate for the 16.0D IOL, horizontal decentration to the left by 1.0 mm is equivalent to about 0.3 mm axial translation toward the retina or about 0.2 mm axial translation toward the cornea. From this figure the axial translation’s important role in predicting the simulation results is confirmed. The IOL tests were performed for a 3 mm optical size. It is expected that broader DPSFs would be recorded if the functional IOL optical area were larger.
Discussion and conclusion

Root mean square radius and trace of inertia matrix both gave the information about the size of the DPSF. The RMS radius was calculated from all signal pixels without weighting signal intensity (Equation 1), which gave an estimate of the geometrical distribution. The trace of inertia matrix was pixel signal intensity (Equation 2)

Table 1. Average trace of inertia matrix change and RMS radius change measured by two different power IOLs due to five types of misalignments. The unit is micron per 0.1 mm and micron square per 0.1 mm, for RMS radius change and trace change respectively. The two italics in this table show an exceptional pair of numbers that indicate that the RMS radius change of the 24.0 D IOL did not increase more rapidly than the 16.0 D IOL, while the corresponding trace of inertia matrix does. This means that although geometrical distribution of DPSF of the 24.0 D IOL was smaller than that of the 16.0 D IOL, the peak of 24.0 D was more spread

<table>
<thead>
<tr>
<th></th>
<th>Vertical decentration upward</th>
<th>Horizontal decentration to left</th>
<th>Horizontal decentration to right</th>
<th>Axial translation to retina</th>
<th>Axial translation to cornea</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.0D</td>
<td>Trace of inertia change</td>
<td>6.10</td>
<td>4.41</td>
<td>13.48</td>
<td>37.80</td>
</tr>
<tr>
<td></td>
<td>RMS radius change</td>
<td>0.81</td>
<td>0.61</td>
<td>1.39</td>
<td>1.62</td>
</tr>
<tr>
<td>24.0D</td>
<td>Trace of inertia change</td>
<td>41.07</td>
<td>32.79</td>
<td>18.62</td>
<td>142.32</td>
</tr>
<tr>
<td></td>
<td>RMS Radius change</td>
<td>2.01</td>
<td>1.69</td>
<td>1.02</td>
<td>3.10</td>
</tr>
</tbody>
</table>

Figure 4. Trace of the inertia matrix and RMS radius changes measured in two different power IOLs with misalignments in the physical model eye. For comparison, the two IOLs are plotted together on each sub-figure. More data points of vertical decentration upward (middle sub-figures) could not be obtained due to the mechanical limitation of the design of the model eye.
weighted and it measured how intensity spread the peak value of the DPSF to its neighbourhood. Regarding the misalignment effects of two different power IOLs (see Table 1), for the horizontal decentration to the left the DPSF of the 24.0 D IOL did not increase more rapidly than 16.0 D as measured by the RMS radius, while it did when measured by the trace of inertia matrix. This means that although the geometrical distribution of DPSF of the 24.0 D IOL is smaller than that of the 16.0D IOL, the peak of the 24.0D IOL is more spread.

The DPSF does not provide spatial frequency information about the IOLs, as provided by MTF measurements. Considering our purpose was to compare the effect of misalignment of different powered IOLs, the measurement and data processing in the current study were simple and provided useful results. The PSF measurement not only includes aberrations but also reflects the light scatter by the IOL. Some previous studies measured the IOL single path PSFs. It is not possible to directly compare our results with those due to different optical magnification, pupil sizes, and optical powers. Our power ratio results shows that a higher power IOL had relatively less power distribution around the centroid of the DPSF compared to a lower power IOL, which confirms a similar finding by Rawer et al.

As a general conclusion, spherical or aspheric IOLs designed for patients with larger amounts of myopia are less sensitive to IOL implantation position errors, compared to the IOLs designed for patients with less myopia. Obviously, more myopic eyes need lower powered IOLs and have an increased optical tolerance to position errors of the IOL. Under the same conditions, aspheric IOLs are more sensitive to misalignments than spherical IOLs.

Hyperopic eyes have not been included in this study but we may extrapolate the curves from the main ray-tracing results (Figure 3) to the hyperopic side. We expect that a steeper change would occur which would predict that IOLs for hyperopic eyes would be even more sensitive to their implantation positions. This would help to explain why hyperopic patients have more complains about their vision after cataract surgery.
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